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近日，有调查显示，许多人感觉近几年

自己的语言文字表达能力下降。提笔忘字、

开口忘词的现象正变得愈发常见，逐渐成为

一种席卷当代人的新“脑病”。

广州初二学生浩浩的母亲，最近在家长

会上崩溃了。

两年前的浩浩，还是语文老师口中的

“阅读之星”，能安静地坐一下午看书。但现

在的浩浩，“让他看书，他就像屁股上长了

钉子，不到三分钟就得动一下。眼神是散

的，你看得出他虽然盯着书，但脑子没转。”

浩浩妈说。

浩浩并非不想学，他私下里哭着跟心理

医生说：“我觉得脑子里像长了一层雾，字我

都认识，但连在一起我就读不进去。只有拿

出手机刷视频的时候，那层雾才散开。”

而浩浩的转变始于暑假。为了奖励他

期末成绩考得好，父母送了他一部智能手

机。那个夏天，浩浩每天花 6 个小时在网

上“冲浪”。算法精准投喂的几十秒短视

频，每一个都自带高强度的视觉冲击和情

绪爆点，在极短时间内唤醒精神，带来多

巴胺激增。

浩浩的大脑在前额叶皮层尚未发育成

熟时，就被迫适应了这种“高频、高刺激”的

节奏。当他回到现实，面对需要长时记忆、深

度逻辑推演的书本时，大脑会本能地发出抗

议：“太慢了！太无聊了！给我刺激！”浩浩的

大脑，被驯化成了一个只能接收快餐的接收

器，他不仅失去了阅读能力，更失去了“延迟

满足”的定力。

清华大学北京清华长庚医院神经内科

副主任医师王也指出，这并非简单的“注意

力不集中”，而是一种生理性的改变。

而浩浩并不是个例。在北京某小学，家

长孟女士的女儿和五年级表妹，模仿短视频

情节在聊天记录中进行“早恋怀孕角色扮

演”，用词露骨，内容不堪入目。她们刷到的

短剧，把“未成年怀孕”描绘成浪漫、成熟，孩

子信以为真，沉浸其中。在江苏，男孩小强的

关注列表被“AI魔改动画”和“剧本杀”占满。

经典的卡通人物被植入脏话、暴力场面，孩

子跟着模仿扭曲动作和语言，甚至在班级里

当成游戏互扇耳光。

这些“数字泔水”摒弃了基本的逻辑自

洽和正向价值，却通过算法精准推送给孩

子，在他们心里埋下暴力、低俗的种子，潜移

默化地改变着他们对是非对错的判断。

数据显示，我国未成年网民规模已突破

1.96亿，为孩子们营造一片丰饶的“数字净

土”，已是关乎未来一代“脑力”发展的紧迫

议题。

近年来，我国持续推进“清朗”系列专项

行动，2025年清理违法违规信息超百万条。

社交平台要继续推进“算法向善”机制，通过

加权推荐优质内容、设立“未成年人模式”专

属内容池等，限制低俗信息传播。家长应重视

高质量亲子陪伴，避免将手机当作“电子保

姆”；学校则需重视媒介素养教育，引导学生

提高信息辨别力；社会还要创作更多贴合青

少年精神需求的优质文化产品。

随着信息内容生产与分发方式的深度变

革，如何应对海量信息集聚所带来的“信息污

染”，防止“数字泔水”侵蚀年轻一代，需要我

们从多个层面进行思考和应对。

首先，要做到以技制技，筑牢技术防线。

对于平台来说，如果继续纵容“数字泔水”泛

滥，短期来看或许能够获得一定的经济收益，

但最终必将承受平台生态恶化、内容质量急

剧下降、被用户反感甚至弃用等后果。反之，

如果严格加强自我治理，尽管短期内需要付

出机制改革、成本投入等代价，但从长远来

看，却能使平台获得健康、长久的发展。如何

取舍，本该是一目了然。尤其是平台作为流量

经济的获益者，不能只顾着赚得“盆满钵满”，

理应承担起提升技术审核能力、维护平台良

好生态等社会责任。

其次，要坚持制度护航，筑牢监管防线。

2026年1月1日起施行的新《中华人民共和国

网络安全法》为专项立法细化人工智能监管、

算法透明度要求等具体规则奠定法律基础。监

管的核心并非限制技术发展，而是为技术划定

边界，通过制度笼子倒逼行业规范发展。

当一些平台不断在纵容与严管之间游移

时，有关部门的强规制无疑是遏制其“流量贪

婪”的重要手段之一。“数字泔水”之所以成为

一大全球治理难题，根本原因在于判断标准

模糊，从而给权利行使及义务履行带来不少

困境。很多时候，平台日进斗金，大批青少年

深受其害，监管部门却难以作出惩处。对此，

需要进一步明确“数字泔水”的界定标准和处

罚措施，从严查处涉及未成年人乱象等行为，

维护网络空间公共秩序。同时，有必要构建跨

部门、跨区域的协同机制，畅通举报投诉渠

道，实现线索互通、资源共享，让违规行为无

处遁形。

除此之外，我们每个人也应为治理“数字

泔水”出一份力。比如，看到正能量优质内容，

不妨多评论、多点赞，一旦发现低质“垃圾”内

容，及时向平台或有关部门举报，共同推动网

络空间净化。一些第三方机构可定期发布评

估报告，针对不同平台内容给出评价和建议，

督促其不断改进完善。对于网民反映强烈的

低质内容和违规行为，媒体深入调查之后及

时曝光，也能推动平台加以整改。与此同时，

要想走出“数字泔水”，加强自律也格外重要。

某社交平台上成立了不少类似“反技术依赖

小组”等社交组织，彰显了年轻人试图重新找

回生活主导权的决心。

（综合《中国教育报》《羊城晚报》、浙江宣

传等）

如今，“数字泔水”正以多元形态渗透年

轻人网络生活的方方面面，从文化认知异化

到弱化深度思考，侵蚀方式日趋隐蔽而系统。

扭曲了文化认知。如，去年年初国外社交

平台兴起的“脑腐梗”视频，借AI工具将动

物、物品与人类特征混搭，搭配外语和魔性音

效，塑造出荒诞怪异形象，与中国古代典籍

《山海经》毫无关联。

但此类视频被网友搬运到国内短视频平

台，引发二次创作和传播，在未成年人中迅速

风靡。带有相关标签的视频动辄收获数十万

甚至上百万的点赞与转发；电商平台上，有不

少角色形象被印在衣服上或做成盲盒、积木

等产品售卖且销量不俗。

这种对文化符号的戏谑和解构，其危害

不只是传播错误知识，更在于割裂文化传承，

导致文化认同的虚无化。长此以往，年轻一代

对民族文化的历史敬意与情感联结将被严重

削弱，文化自信的根基面临侵蚀风险。

“数字泔水”的毒性，不单是文化认知的

异化，更在于对青少年的深层次影响。这些内

容或是篡改事实、编造虚假数据，或是曲解科

学原理、传播错误知识，很容易对认知能力尚

在发展的青少年形成误导。长期接触这些低

质内容，不仅难以建立起系统、严谨的知识框

架，也难以培养甄别信息的能力，将为后续的

学习与发展埋下隐患。此外，对暴力、早恋、校

园欺凌等敏感议题进行畸形呈现，还可能会

扭曲未成年人的是非观、善恶观。

弱化了深度思考。以AI批量生成的同质

化网文、追求“爽点”密集的套路化短剧等为

代表，这类“数字泔水”的共同特点是信息碎

片化、逻辑浅薄化和刺激高频化。它们不断迎

合并强化大脑对即时满足的渴望，使深度阅

读和持续思考变得愈发困难。

研究表明，长期接受此类高刺激、低逻

辑的信息“投喂”，会对专注力、记忆力和批

判性思维造成深远危害。具体表现是，不少

青少年已经难以静心读完一篇长文，对需要

复杂推理的问题感到不耐烦，习惯于接受结

论而懒于探究过程，表达趋于“梗化”而缺乏

个性与深度。这种思维“浅薄化”的倾向，将

从根本上影响他们的学习能力、创新潜力以

及在信息海洋中辨别真伪、建构知识体系的

核心素养。

对“数字泔水”说不
◎ 黄鹤权

“数字泔水”的危害，远不止于信息垃圾

的堆砌，更在于对认知体系的系统性侵蚀。

这类内容往往摒弃逻辑自洽与正向价值，专

以情绪诱导博眼球，如果用户长期浸泡其

中，理性分析与深度思考能力会逐渐退化。

更令人担忧的是，“数字泔水”还会反哺 AI

训练数据库，形成“泔水投喂泔水”的恶性循

环，让低质内容源源不断涌入网络，进一步

污染数字生态。

防止“数字泔水”，需要构建“法律兜底、

平台主责、多方协同”的系统性治理体系。法

律层面，我国已出台《中华人民共和国数据

安全法》《中华人民共和国网络安全法》等一

系列法规，为算法监管、内容治理提供了法

律依据。但要让法律真正长出“牙齿”，还需

进一步细化规则，明确“数字泔水”的界定标

准与处罚尺度，加大对恶意生产、传播低质

虚假内容行为的惩戒力度，尤其要严打利用

AI技术制造“数字泔水”的违法行为，让违法

者付出沉重代价。

平台作为网络内容的分发枢纽，必须扛

起“算法向善”的主体责任。要打破“流量至

上”的算法逻辑，建立以内容质量为核心的

评价体系，对高知识密度、正向价值观的内

容给予算法加权，从源头遏制“数字泔水”的

传播。同时，需完善技术审核机制，优化“未

成年人模式”，通过 AI 识别、人工复核等多

重手段，精准拦截低质虚假内容，打造专属

优质内容池。

治理“数字泔水”，还需要家庭、学校与

社会形成协同合力。家长应加强亲子陪伴，

引导孩子理性使用网络，避免将手机当作

“电子保姆”，同时以身作则，减少自身对低

质网络内容的依赖；学校需将媒介素养教育

纳入日常教学，教会学生辨别信息真伪、抵

制不良内容，培养其独立思考与批判性思维

能力；社会层面则应鼓励优质内容创作，推

出更多贴合青少年精神需求的文化产品，用

高质量内容填补“数字泔水”留下的空白，让

健康向上的网络文化占据主流。

数字空间不是法外之地，更不应成为

“数字泔水”的滋生地。防止“数字泔水”，不

仅是对网络生态的净化，更是对公民认知能

力的守护，对下一代健康成长的负责。这需

要法律的刚性约束，需要平台的责任担当，

更需要每个社会成员的主动参与。

近期多起 AI 生成的假新闻事件表明，

“眼见为实”时代已终结。信息环境的“拟真

化”使青少年面临隐蔽性强、煽动性高的虚假

信息包围，严重冲击其认知建构、信任培育与

价值观塑造。目前需要构建“高校引领、中小

学落地、媒体支撑、企业赋能”四位一体协同

培养体系，系统提升青少年对AI生成内容的

鉴别与批判能力。

——北京市政协委员、国防大学正高级

工程师，博士生导师 司光亚

升级智慧教育平台功能，优化智慧教育

平台，设立“网络与媒介素养”核心专区。整合

媒体和学校的资源，开发符合青少年认知特

点的系列化课程资源包、算法透明化科普短

片、网络谣言辨识工具和典型案例解析库等，

通过平台向中小学生、教师及家长开放，推动

优质资源全覆盖、常态化供给。

——清华大学新闻与传播学院教授、副

院长 杭敏

针对“数字泔水”，建议从法律层面构建

“精准追责”与“良性循环”的治理体系。建议

立法明确平台对算法推荐的主体责任，要求

平台对算法逻辑透明化，并对持续推荐有害

内容的行为进行问责。同时，对使用 AI 等工

具批量生产、传播低质低俗内容并造成严重

后果的源头进行重罚，最终推动法律、技术与

监管协同，重塑清朗的网络生态。

——山东诚信人律师事务所合伙人 赵

光绪

由于大脑的多巴胺奖赏机制，对短视频

会越看越爱看，精力消耗就会越大。长此以

往，就有可能影响到认知功能，甚至弱化前额

叶皮层的执行功能，降低神经之间的链接活

跃度，干扰了大脑的正常运作机制。

——广东省人民医院心理精神科副主任

医师 李雪丽

在数字洪流中重建认知“护城河”

应对
现象

“数字原住民”的
认知困境

2026 年伊始，“泔水”一词的讨

论热度居高不下。从《韦氏词典》将

“Slop”（“泔水”）列为 2025 年度词

汇，到“AI泔水”逐渐走进公众视野，

这个原指“廉价废弃物”的词，如今

用以精准刻画智能时代里逻辑荒

诞、价值空洞的低质内容。包括“AI

泔水”在内的海量“数字泔水”，正如

同无形的“侵蚀剂”，对作为“数字原

住民”的当代未成年人，造成认知与

思维层面的深层伤害。

对此，有专家指出，“数字泔水”

不仅严重破坏网络内容生态，而且侵

蚀年轻一代的大脑，必须好好治理。

专家建议

本版制图 龚华林

“数字泔水”的毒性,不单是其扭曲的价值观导向,更在于对青少

年大脑发育的深层次影响

防止“数字泔水”侵蚀年轻一代

“数字泔水”如何改写发育中的大脑

探究


